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• Germany's largest

national laboratory

• About 7500 employees

• Research areas

• Information technology

• Health (Neuroscience / 

brain research)

• Energy

• Atmosphere + Climate



JÜLICH  SUPERCOMPUTING CENTRE (JSC)

2024-May-21

HPC Centre for

• Forschungszentrum Jülich

• Jülich Aachen

Research Alliance (JARA)

• Germany as GCS

(1 of 3 German National 

Centres)

• Europe (EuroHPC JU)

(1st European Centre 

inside PRACE)





The project still is like 

plasma in lightning:

• Hot

• Rapid changes

• Difficult to predict

• Want to touch it!

• Can kill me



Or like the planet:

• Solid core

• Nebulous 

surroundings

• Difficult to reach

• Fascinating

• Can also kill me!
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THE DISTANT PAST



BECOMING A HOSTING ENTITY/SITE

Call for Expression of

Interest to host a 

high-end 

supercomputer by

EuroHPC JU

17.12.2021

December January February March April May June
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BECOMING A HOSTING ENTITY/SITE

Call for Expression of

Interest to host a 

high-end 

supercomputer by

EuroHPC JU
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Application
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THE APPLICATION

…

• Opened 17. December 2021

• Closed 14. February 2022

• Contributions by all JSC divisions

• 86 pages

• Proposed system architecture

• Targeted user communities

• Detailed cost calculations

• 500m€ TCO

• Expected Infrastructure

• …



BECOMING A HOSTING ENTITY/SITE

Call for Expression of

Interest to host a 

high-end 

supercomputer by

EuroHPC JU

17.12.2021

Deadline for

Application

14.02.2022

December January February March April May June

Hearings

16.05.2022

Hosting Entity 

Decision

15.06.2022



JUPITER – HOSTING ENTITY DECISION 15.06.2022



LAYING THE FOUNDATION FOR A STARBASE

June July August September October November December

Hosting Agreement

14.12.2022

Hosting Entity 

Decision

15.06.2022

• Numerous calls/meetings/discussions

• Datacenter to Modular HPC Datacenter decision

• Preparation of the Descriptive Document to start procurement



PREPARING FOR LAUNCH

• Mission planning

• Preparing descriptions, conditions, requirements, evaluation

• Regular meetings

• Started already early in year

• Location: Earth

• Target: JUPITER

• Booster

• Cluster

• Storage

• (Machine Hall)
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READY FOR TAKE OFF

• Description of procurement procedure

• Overall budget, 273 M€

• High-level description of targeted system

• Implementing the MSA

• Booster to achieve 1 EF

• Cluster, preferably based on European IP

• Flash storage module

• Interconnect expectations

• Login system sizing

• System management

Competitive Dialogue - Descriptive Document





PROCUREMENT START – PUBLISHING THE CALL







EVALUATION

•Two proposals

•HPE 

•ParTec-Eviden consortium

•Two times 80+ pages

•Technical, legal, financial, 

CVs, blabla, …

•No digital copy (read paper!)

•One day in Luxembourg

•Two (or three) reviewers

•Two by JSC

•Final evaluation report 

compiled by EuroHPC

6. March 2023













FINAL EVALUATION

• Three evaluators

• Two by JSC

• Evaluation based on Technical 

Response Template (written by JSC)

• Based on Technical Specification 

(written by JSC)

• Benchmark evaluation by JSC team

• Thank you benchmarkers! 

(EuroHPC mentioned they never 

saw something similar)

• Throughout July additional questions to 

reviewer

• Final evaluation report compiled by 

EuroHPC

3. - 7. July 2023











JUPITER CONTRACT ANNOUNCEMENT 3.10.2023



APPLICATIONSAPPLICATIONS



ASSESSING WITH APPLICATIONS

• Theoretical FLOP/s and GB/s are nice; but building machines for users

• → Applications core of procurement assessment

• Define representative benchmarks, ExaBench

1. Analyze JSC workload

2. Select fitting applications

3. Benchmarkize them

4. Submit as part of specification

$ Get best machine



JSC USERS
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→ Define Benchmarks



APPLICATION SELECTION

• Selection criteria

• Current workload

• Future workload

• Relevance

• Balance with other applications

• Domains

• Programming models

• Programming languages

• Profile

• Available PI/researcher

• Amber

• Arbor

• Chroma

• GROMACS

• ICON

• JUQCS

• nekRS

• ParFlow

• PIConGPU

• QuantumEspresso

• SOMA

• MMoCLIP

• NLP (Megatron)

• ResNet

• DynQCD

• NAStJA



FURTHER BENCHMARKS

• Augment application (complex) benchmarks 

with synthetic (simpler) benchmarks

• Application benchmarks: Test complex 

interplay of usage by real-world applications

• Synthetic benchmark: Test specific feature of 

system design

• OSU micro-

benchmarks 

(network/MPI)

• STREAM CPU, 

GPU (Memory)

• Graph500 

(network)

• HPCG (memory, 

network)

• HPL (compute, 

network)

• IOR (storage)

• Linktest

(network/MPI)



BENCHMARKIZATION

• Goal: Version of application for vendors, for which we get (best) result back

• Implications: recipe, rules, verification pre-defined; only small corrections

• Steps

• Define workload, metric (unit of time)

• Create JUBE script for reproducibility, uniformity, abstraction

• Add verification of results

• Benchmark benchmark: Run, debug, scale

• Add documentation, rules

bˌɛntʃ͡mɑː͡ɹkᵻzˈe͡ɪʃən, creating benchmarks of mere applications



SUB-BENCHMARKS, VARIANTS

• Type of benchmarks

• Applications benchmarks

• Synthetic benchmarks

• Execution targets

• JUPITER Booster (GPU, CPU)

• JUPITER Cluster (CPU)

• MSA

• Application benchmark categories

• TCO

• High-Scaling

Booster Cluster MSA

Name GPU
GPU

High-Scale
CPU CPU

Amber ✓

Arbor ✓ ✓

Chroma ✓ ✓

Gromacs ✓

ICON ✓

JUQCS ✓ ✓ ✓

nekRS ✓ ✓

ParFlow ✓

PIConGPU ✓ ✓

Quantum ESPRESSO ✓

SOMA ✓

AI-MMoCLIP ✓

AI-NLP ✓

AI-ResNet ✓

dynQCD ✓

NAStJA ✓

Graph500 ✓

HPCG ✓ ✓

HPL ✓ ✓

IOR ✓ ✓

LinkTest ✓ ✓ ✓

Multi-Flow IP ✓

OSU ✓ ✓ ✓

STREAM ✓ ✓



TCO

• Traditional benchmark category

• How much of benchmark suite can be run in lifetime of system? Also: energy

• Key: same metric for each benchmark

• Unit: time / s

• Needed to convert rate → time

• One reference run for formula (e.g. 8 nodes); additional strong-scaled runs (e.g. 4, 16)

• Weights per individual benchmark

• Sophisticated formula for Cluster-Booster combination

Total Cost of Ownership



HIGH-SCALING

• Give benchmarks a focus on large-scaleness of system

• Compare execution on full* JUWELS Booster to full* JUPITER Booster

• *: Use 50 PFLOP/sth. peak part of JUWELS Booster

→ compare to 1000 PFLOP/sth. peak part of JUPITER Booster

• AKA 20×50 PF category

• New challenge for us (yay!)

• Design for unknown system, unknown device, unknown memory size

Introduce 3 memory variants: small (2/4), medium (3/4), high (4/4 JWB 

A100 memory)

• Hard to test on scale at JUWELS Booster

• No way to test on scale required for JUPITER

• Code issues at scale

• Arbor

tiny (1/4), small, medium, 

large

• Chroma

small, medium, large

• JUQCS

small, large

• nekRS

small, medium, large

• PIConGPU

small, medium, large



FINAL BENCHMARK LISTS
Booster Cluster MSA

Before Dialogue After Dialogue GPU
GPU

High-Scale
CPU CPU

Amber Amber ✓

Arbor Arbor ✓ ✓

Chroma Chroma ✓ ✓

Gromacs Gromacs (2) ✓

ICON ICON (2) ✓

JUQCS JUQCS ✓ ✓ ✓

nekRS nekRS ✓ ✓

ParFlow ParFlow ✓

PIConGPU PIConGPU ✓ ✓

Quantum ESPRESSO Quantum ESPRESSO ✓

SOMA SOMA ✓

AI-MMoCLIP AI-MMoCLIP ✓

AI-NLP AI-NLP ✓

AI-ResNet AI-Resnet ✓

dynQCD dynQCD ✓

NAStJA NAStJA ✓

Graph500 Graph500 ✓

HPCG HPCG ✓ ✓

HPL HPL ✓ ✓

IOR IOR ✓ ✓

LinkTest LinkTest ✓ ✓ ✓

Multi-Flow IP Multi-Flow IP ✓

OSU OSU (2) ✓ ✓ ✓

STREAM STREAM ✓ ✓



SUBMITTED FILE, WEBSITE

Rolling release of benchmark (as-early-as-

possible) via website; with hashes

Reference description, list of hashes, in 

attachment of Technical Specification



SUBMITTED FILE, WEBSITE

Rolling release of benchmark (as-early-as-

possible) via website; with hashes

Reference description, list of hashes, in 

attachment of Technical Specification

Result of this endeavour is a publication accepted for the 
Supercomputing Conference ‘24:

Application-Driven Exascale: The JUPITER Benchmark Suite

https://arxiv.org/abs/2408.17211



THE RESULT



DISCOVERING JUPITER

• First Exascale system in Europe (HPL); modular system

• JUPITER Booster: High scalablibty; 1 EFLOP/s HPL, >70 EFLOP/s FP8

JUPITER Cluster: High versatility; 0.5 B/FLOP balance

• Network: InfiniBand NDR; Storage: 20 PB NVMe, 200 PB HDD

• Deployed in Modular Datacenter

• Building on: MSA (JUWELS); DEEP, EPI; ThunderX2, Ampere; …

• About

BullSequana XH3000; DLC

1.936.000 Arm cores
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https://upload.wikimedia.org/wikipedia/commons/a/a4/NVIDIA_logo.svg


JUPITER – HIGH-LEVEL ARCHITECTUREJUPITER – HIGH-LEVEL ARCHITECTURE

JAIF



JUPITER MODULES

JUPITER Booster

• ~125 Racks BullSequana XH3000

• 24 blades a rack, 2 nodes per blade

• Node design

• ~6000 nodes; b

• 4× NVIDIA CG1 per node

• CG1: NVIDIA Grace-Hopper

• 72 Arm Neoverse V2 cores

(4×128b SVE2); 120 GB LPDDR5

• H100 (132 SMs); 96 GB HBM3

• NVLink C2C (900 GB/s)
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JUPITER Cluster

• BullSequana XH3000

• Node design

• 2× SiPearl Rhea1 per node

• Rhea1

• 80 Arm Neoverse V1 cores

(2×256b SVE)

• 256 GB DDR5,

64 GB HBM2e
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• 1 ExaFLOP/s (FP64, HPL)

• NVIDIA Grace-Hopper CG1

• ~6000 compute nodes

• 4× CG1 chips per compute node

• NVIDIA Mellanox NDR

• 4× NDR200 NICs per compute node

• BullSequana XH3000

• Direct Liquid Cooled blades

• 2× compute node per blade

JUPITER – THE BOOSTER
Highly-Scalable Module for HPC and AI workloads
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NODE DESIGN



JUPITER – BOOSTER COMPUTE NODE ARCHITECTURE

• ARM Neoverse V2

• SVE2/NEON (4x 128 bit vector op)

• 72 cores @ ~2.4GHz (~3.2 GHz turbo)

• 120 GB LPDDR5X (8 channels)

• ≥450 GB/s

• ~150 ns latency

• H100

• 47.5 TFLOP/s (HPL Rmax single GPU)

• 90 GB HBM3

• ≥3600 GB/s

• ~450 ns latency

• 4× NVIDIA Grace-Hopper in SXM5 Board (4× 680W)

• 4× NVIDIA InfiniBand NDR200

• 480 GB LPDDR5X / 360 GB HBM3 (usable)

• NVLink 4

• GPU-GPU 150 GB/s per dir, CPU-GPU 450 GB/s per dir, CPU-CPU 100 GB/s per dir

• CG4 Motherboard (4× CG1 GH module + 4× CX7 HCA assembly)

• All NVIDIA, except the BMC

Node Specs

CPU Specs GPU Specs



JUPITER BLADE OVERVIEW
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H100 GPU

• 132 multiprocessors (cores)

• 67 TFLOP/s FP64TC

• 989 TFLOP/s FP16TC, 3958 TFLOP/s FP8TC,Sp

• HBM3 

• 90 GB at 3.3 TB/s

• Notable new features

• Thread-block clusters

• Tensor memory accelerator

• Transformer engine

• NVLink 4: 300 GB/s per GPU connection (900 GB/s)

→ Whitepaper

GH200 Flavor (not PCIe, not HBM2e, or HBM3e)

Page 57

https://resources.nvidia.com/en-us-tensor-core


GRACE-HOPPER NODE OVERVIEW
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NODE COMPARISON
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JUWELS Booster



NODE COMPARISON
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Frontier



NODE COMPARISON
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Aurora



NODE COMPARISON

• JUWELS Booster: 2× CPU, 4× GPU, 4× IB

• JUPITER Booster: 4× CPU+GPU, 4× IB

• Frontier: 1× CPU, 4×(2× GPU), 4× Sling

• Aurora: 2× CPU, 6× GPU, 8× Sling

• El Capitan: 4× APU
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NETWORK DESIGN



JUPITER – INTERCONNECT

• NVIDIA Mellanox InfiniBand NDR/NDR200

• NVIDIA Quantum-2 switches

• NVIDIA Connect-X7 HCAs

• Dragonfly+ topology

• 27 Dragonfly groups

• Within each group: full fat tree

• 51000 links, 102000 logical ports, 25400 endpoints, 867 switches

• Adaptive Routing

• In-network processing on switch level (SHARPv3)

One Network to Rule Them All



JUPITER – INTERCONNECT
One Network to Rule Them All



JUPITER – INTERCONNECT
One Network to Rule Them All



JUPITER – INTERCONNECT
One Network to Rule Them All

GPU 

cell



JUPITER – INTERCONNECT
One Network to Rule Them All

CPU 

cell



JUPITER – INTERCONNECT
One Network to Rule Them All

Admin 

cell



JUPITER – INTERCONNECT
One Network to Rule Them All

Old plot, topology 

and number of nodes 

not accurate

• 40x Flash nodes

• 44x Storage nodes

• 5x Datamover nodes

• 5x Cluster login nodes

• 12x Booster login nodes

• 3x Cluster vis nodes

• 3x Booster vis nodes

• 2x Gateways

• 22x management nodes



STORAGE



JUPITER – STORAGE (SCRATCH)

• Gross Capacity: 29 PB; Net Capacity: 21 PB

• Bandwidth: 2.1 TB/s Write, 3.1 TB/s Read

• 20× IBM SSS6000 Building Blocks (40 servers)

• 2× NDR400 per server

• 48× 30 TB NVMe drives per block

• IBM Storage Scale (aka Spectrum Scale/GPFS)

• Manager and Datamover Nodes

• Exclusive for JUPITER

• Integrated into InfiniBand fabric

20×

Page 72



JUPITER – STORAGE (EXASTORE)

• Gross Capacity: 308 PB; Net Capacity: 210 PB

• Bandwidth: 1.1 TB/s Write, 1.4 TB/s Read

• 22× IBM SSS6000 Building Blocks (44 servers)

• 2× NDR200 per server

• 7× JBOD enclosures, each with 91x 22 TB Spinning 

Disks per Building Block (14014 disks)

• IBM Storage Scale (aka Spectrum Scale/GPFS)

• Manager and Datamover Nodes

• Exclusive for JUPITER

• Integrated into InfiniBand fabric

TCO contribution from JSC, not part of the JUPITER procurement
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JUPITER – STORAGE (EXATAPE)

• 369 Petabyte Tape Capacity

• Procurement Q3/Q4 2024, 2M€ Invest

• 2 x IBM TS4500 with LTO9

• TS1 in 16.4 

• 11 Frames

• 15x LTO 9 tape drives

• 10240 LTO9 media

• TS2 in 16.3

• 11 Frames

• 15x LTO9 tape drives

• 10260 LTO9 media

TCO contribution from JSC, not part of the JUPITER procurement
            



SYSTEM MANAGEMENT

********************************************************************************

*  Welcome to                                                                  *

*        ____  ______  ____________________                                    *

*       / / / / / __ \/  _/_  __/ ____/ __ \ Joint Undertaking Pioneer         *

*  __  / / / / / /_/ // /  / / / __/ / /_/ /     for                           *

* / /_/ / /_/ / ____// /  / / / /___/ _, _/    Innovative and Transformative   *

* \____/\____/_/   /___/ /_/ /_____/_/ |_|         Exascale Research           *

*                                                                              *

********************************************************************************



JUPITER MANAGEMENT STACK

• Eviden SMC xScale

• ParaStation Modulo

• Resource management

• ParaStation MPI

• Ansible as provisioning system

• SLURM as scheduler

• EasyBuild as scientific software package management

• RedHat Enterprise Linux 9

”Power is nothing without control"



JUPITER MANAGEMENT STACK
3 main pillars/actors
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LinuxSMC xScale ParaStation xOPS

Core part of the stack. 

Vast majority of 

components come from 

here.

Enhancement of the 

core

Enhancement of the 

core

Developed by Eviden Developed by ParTec Developed by JSC

Heavily based on open 

source and cloud 

technologies

Integrates ParTec tools 

in SMCx to streamline 

their support workflows

Extensive set of Ansible 

roles for HPC, targeting 

JSC’s requirements and 

needs



JUPITER MANAGEMENT STACK
3 main pillars/actors

Page 78

Challenges Provider

Linux
Security Performance

HW support
SMC xScale ParaStation xOPS

Core part of the stack. 

Vast majority of 

components come from 

here.

Enhancement of the 

core

Enhancement of the 

core

Developed by Eviden Developed by ParTec Developed by JSC

Heavily based on open 

source and cloud 

technologies

Integrates ParTec tools 

in SMCx to streamline 

their support workflows

Extensive set of Ansible 

roles for HPC, targeting 

JSC’s requirements and 

needs



JUPITER MANAGEMENT STACK
3 main pillars/actors
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Challenges Provider

Linux
Security Performance

HW support
SMC xScale ParaStation xOPS

Core part of the stack. 

Vast majority of 

components come from 

here.

Enhancement of the 

core

Enhancement of the 

core

Developed by Eviden Developed by ParTec Developed by JSC

Heavily based on open 

source and cloud 

technologies

Integrates ParTec tools 

in SMCx to streamline 

their support workflows

Extensive set of Ansible 

roles for HPC, targeting 

JSC’s requirements and 

needs



JUPITER MANAGEMENT STACK – KEY AREAS

80

Operating 
System

Management 
Storage

Management 
Plane

Configuration 
Management

Boot Image(s) 
Management

Container(s)

Technology Challenges Provider

Linux
Security

Stability

Performance

HW support

Ceph

Kubernetes
Scalable 0 downtime

Flexible Open

Ansible
Standard Easy to extend

Open

ImageBuilder ARM / x86 
support

Tracking

Integration

UBI
Universal Binary Images

Standard Security

Consistency

Multi-use

Performance
Scalable



JUPITER MANAGEMENT STACK – KEY AREAS
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Technology Challenges Provider

Slurm
Scalable

API

KnownResource 
Manager

Parallel
Storage

MPI
Runtime

ScalablePerformance
Data security

Open MPI

Message Passing 
Interface

Stable

Performance

GPU-support

Bug-free

Monitoring &
Logging

Prometheus + Thanos
Syslog + Fluentd

Usable Scalable

Handle data storm

GPU
Support

CUDA HPC SDK
Memory 

management
Performance

Integration

Reference
Database

Data Center Information 
Management

Automation API
Coherent

Storage Scale System 
(GPFS)



JUPITER SOFTWARE STACK 

• Software Core Team

• 7 people

• Responsible for core installation (GCCcore, compiler, MPI, Math)

• Responsible for reviewing and merging PR into the JSC easybuild repository

• Software Group

• Group of 25 contributors (60 in our JSC-internal EasyBuild chat)

• Each module has has one responsible person which is applications/packages expert

• Responsible for writing EasyConfig/EasyBlock, testing and validation as well as user 

questions

JSC Software Team

82

Challenges Provider



JUPITER SOFTWARE STACK 
Stage Concept: Annual Curated Set of Software Versions

83

Challenges Provider



ALGORITHMS, TOOLS, METHODS LABS (ATML) +

SIMULATION AND DATA LABS (SDL)

World-class Support

image: Flaticon.com



MULTI-TIER USER SUPPORT

2024-May-21

User Project

Project
Mentor

User Service Team 1st

HPC Support Team
Distributed/Data Services 

Support Team 2nd

3rdATMLs SDLs



SUPPORT AND RESEARCH LANDSCAPE AT JSC

Communities
Research 

Groups

Simulation & Data Labs

Algorithms, Tools & Methods Labs Exascale Co-Design

Facilities

PADC

• Complex Particle Systems
• Quantum Materials
• Electrons and Neutrons
• Biology
• Neuroscience
• Fluids & Solids Engineering
• Plasma Physics
• Numerical Quantum Field Theory
• Astronomy & Astrophysics
• Climate Science
• Terrestrial Systems
• AI and ML for Remote Sensing

• Deep Learning
• Accelerating Devices
• Parallel Performance
• Application Optimization
• Applied Machine Learning
• Visualization & Interactive HPC
• Federation Technologies & Services
• Concurrency & Parallelism
• Advanced Time Integrators
• Data Management and Analytics
• Numerical & Statistical Methods

• Quantum Information Processing
• Earth System Data Exploration
• Computation Material
Science

• Computational Structural
Biology

• Next Generation
Architectures

• Software for Modular
• Supercomputers
• RSE
• AI & ML for Healthcare

2024-May-21



THE LESS DISTANT PAST



2023/2024 - THE PRESENT - SLAB, MDC, STORAGE, JEDI
… it is not only about waiting for JUPITER

ExaSTORE

Procurement

300PB+ Spinning Disk 

Storage for JUPITER

August September October November December January February March April May June July August



2023/2024 - THE PRESENT - SLAB, MDC, STORAGE, JEDI
… it is not only about waiting for JUPITER

ExaSTORE

Procurement

300PB+ Spinning Disk 

Storage for JUPITER

MDC Procurement

August September October November December January February March April May June July August



MODULAR DATA CENTER FOR JUPITER

• Vendor: Eviden

• Area: ~2300m2

• 1x Datahall (Storage, Management)

• 7x IT Modules (20 Racks per module)

• UPS, Generator

• Entrance area

• Workshop, Warehouse

• 15x 2,5 Megawatt Power Stations



JUPITER MODULAR DATA (MDC) CENTER
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MODULAR DATA CENTER FOR JUPITER

Virtual Tour: https://cloud.3dvista.com//hosting/8444525/0/

https://cloud.3dvista.com/hosting/8444525/0/


2023/2024 - THE PRESENT - SLAB, MDC, STORAGE, JEDI
… it is not only about waiting for JUPITER

ExaSTORE

Procurement

300PB+ Spinning Disk 

Storage for JUPITER

MDC Procurement

August September October November December January February March April May June July August

New Transformators 

for the FZJ campus

New Power Lines for

the FZJ Campus

Concrete Foundation

(Slab)



CONCRETE FOUNDATION
Construction of concrete slab 85 m x 42 m x 0.5 m
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August 2024

Network:
3,2 Tbit/s

Power (Campus): 2*60-80 MVA

Backup Cold Water Cooling: 1MW

Water (River Rur): up to 30 cbm/h



April 2025JUWELS Booster:
• 3744 NVIDIA A100 GPUs

• 44 PetaFLOP/s HPL
• 2,4 MW Peak, 1,1MW Average
• Direct-Liquid-Cooling

• 36°in, 42-44°out
• free cooling
• heat-reuse JUPITER Booster:

• ~24000 NVIDIA H100 GPUs
• 1 ExaFLOP/s HPL

• 17 MW Peak, 9-11MW Average
• Direct-Liquid-Cooling

• 36°in, 42-44°out
• free cooling
• heat-reuse

• Up to 30 cbm/h river water
• !!!Worst-case!!!
• Only on very-hot

summer days
Power (Datacenter): 15*2,5MVA

14 Free Cooling Towers, 1 Chiller



POWER TRANSFORMER SUBSTATION AND LINES
Upgrade of transformers 110 kV / 35 kV from 2 x 40 MVA to 2 x 60-80 MVA and upgrade 110kV power line 



2023/2024 - THE PRESENT - SLAB, MDC, STORAGE, JEDI
… it is not only about waiting for JUPITER

ExaSTORE

Procurement

300PB+ Spinning Disk 

Storage for JUPITER

MDC Procurement

August September October November December January February March April May June July August

New Transformators 

for the FZJ campus

New Power Lines for

the FZJ Campus

JUPITER Exascale

Development 

Instrument (JEDI) 

Installation

Concrete Foundation

(Slab)



2024/2025 - MDC AND JUPITER INSTALLATION
Always in motion is the future…

September October November December January February March 

JUPITER Exascale Development 

Instrument (JEDI) Operation

JUPITER Installation in 

Angers (France, Eviden

Factory)

MDC Shipment

April
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ExaTAPE

JUPITER Ascending



JUPITER ASCENDING
Since January 2025
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Copyright: — Forschungszentrum Jülich / Ralf-Uwe Limbach

FIRST PUBLIC ACHIEVEMENTS



JUPITER EXASCALE DEVELOPMENT INSTRUMENT

• Eviden BullSequana XH3000

• 24x Compute nodes (12x Blades)

• NVIDIA quad-GH200 96GB Grace Hopper 

Superchip

• Memory: 480GB on CPUs + 384GB on 

GPUs

• NVIDIA quad-rail InfiniBand NDR200

• 1x Network switch:

• NVIDIA Quantum-2 NDR InfiniBand switch

• All components are Direct Liquid Cooled

EuroHPC / Forschungszentrum Jülich 



JEDI
#1 in Green500 (05/2024)

#189 in TOP500







TOP500 – JUNE 2025

• Entry to TOP500 June 2025 as #4 world, #1 EU

• 793 PFLOP/s HPL of 930 PFLOP/s th. peak

• Achieved with 4650 nodes
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LLview job report of (a) HPL run
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THE PRESENT
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JUPITER INSTALLATION
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Inauguration: 5. Sep 2025



THE [NEAR] FUTURE



THE JUPITER AI FACTORY (JAIF)

Associated 
partners:



THE

JAIF

ONE

STOP

SHOP



MODULAR JUPITER

HYBRID TRAINING/INFERENCE AI 

SYSTEM



POPULATING JUPITER

• JUPITER Research and Early Access Phase ongoing

• > 100 Applications, 33 Lighthouses

• GCS AI Competition access started

• (Acceptance) Benchmarking running

• TCO Application mix, High-Scaling

• Storage Acceptance

• High-Performance Linpack

• … otherwise it would be too easy

• JUPITER Inauguration on 5.9.2025

• Autumn/winter: EuroHPC/GCS calls

Current Status and Next Steps
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MISSION BRIEFING OVERVIEW

• En route to JUPITER: EuroHPC JU system hosted at JSC

• Launched with focus on applications

• ~6000 nodes,

24 000 H100 GPUs, 1 728 000 Arm cores, 24 000 NDR200 endpoints

• Landing in Modular Data Center

• Preparing for descent:

• JUREAP

→ jupiter.fz-juelich.de
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https://jupiter.fz-juelich.de/





